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Dynamic SLAM
Motivation:
 Most SLAM labels the dynamic contents as outliers, they assume the environment to be static or

mostly static;
 While it is susceptible to failure in complex dynamic environment;
 Objects can provide long-range geometric and scale constraints to improve camera pose

estimation and reduce monocular drift.
 Instead of treating dynamic regions as outliers, we can utilize object representation and

motion model constraints to improve the camera pose estimation.

Three classification:
1. Detecting moving objects and track them separately from the SLAM formulation by using

traditional multitarget tracking approaches; Their accuracy highly depends on the camera
pose estimation, which is more susceptible to failure in complex dynamic environments where
the presence of reliable static structure is not guaranteed (only for 6 DoF dynamic object
tracking);

2. Focus on achieving an accurate ego-motion estimation from the static scene (detecting and
removing the dynamic region);

3. Do not only solve the SLAM problem but also provide information about the poses of other
dynamic agents (jointly optimization);



DynaSLAM: Tracking, Mapping and Inpainting in 
Dynamic Scenes

 Dynamic object detection and background inpainting;
 Classification 2;

RAL 2018



Dynamic object tracking and masking for visual 
SLAM

 Deep learning for semantically segment object;
 Enabling the identification, tracking and removal of

dynamic objects, using EKF for localization and mapping;
 YOLACT (instance segmentation )+EkF+RTAB-MAP;
 Achieving similar localization performance compared to

other state-of-the-art methods, while also providing the
position of the tracked dynamic objects, a 3D map free of
those dynamic objects; (Classification 1+2)

IROS 2020



DOT: Dynamic Object Tracking for Visual SLAM

 DOT combines instance segmentation and multi-view geometry to generate masks for
dynamic objects in order to allow SLAM systems based on rigid scene models to avoid such
image areas in their optimizations;

 Tracking dynamic objects by minimizing the photometric reprojection error. This short-term
tracking improves the accuracy of the segmentation with respect to other approaches;

 Classification 1;

ICRA 2021



DynaSLAM II: Tightly-Coupled Multi-Object 
Tracking and SLAM

 Simultaneously estimates the poses of the camera, the map and the trajectories of the scene
moving objects;

 The structure of the static scene and of the dynamic objects is optimized jointly with the
trajectories of both the camera and the moving agents within a novel bundle adjustment;

 Classification 3;

RAL 2021



Results



Stereo vision-based semantic 3D object and ego-
motion tracking for autonomous driving

 Using a CNN trained in an end-to-end manner to estimate the 3D pose and dimensions of cars
(for lightweight purpose), which is further refined together with camera poses;

 Object-aware-aided camera pose tracking and dynamic object bundle adjustment approach;

ECCV 2018



Stereo vision-based semantic 3D object and ego-
motion tracking for autonomous driving



Stereo vision-based semantic 3D object and ego-
motion tracking for autonomous driving



Estimating metric poses of dynamic objects using 
monocular visual-inertial fusion

 The whole system consists of a 2D object tracker, an object
region-based visual bundle adjustment (BA), VINS and a
correlation analysis-based metric scale estimator;

 Recovering the metric scale of an arbitrary dynamic object by
optimizing the trajectory of the objects in the world frame,
without motion assumptions (through signal correlation
analysis, rather than jointly BA, classification 1);

IROS 2018

accurate enough camera poses in the world frame, and up-to-scale 
object poses in the camera frame

Metric scale estimation
Demo for AR used

https://www.youtube.com/watch?v=vlGu7DHNJqg


Tracking 3-D Motion of Dynamic Objects Using
Monocular Visual-Inertial Sensing

 VINS-MONO+YOLO (2D detection)+Re-3 (2D tracker) for 6 DoF dynamic object tracking;
 Extension of their IROS 2018 paper;
 Achieving more accurate and robust scale estimation through more reliable correlation

quantification method

TRO 2019

Up-to-scale Region BA



Tracking 3-D Motion of Dynamic Objects Using
Monocular Visual-Inertial Sensing for AR/VR



CubeSLAM: Monocular 3-D object SLAM

 Single image 3-D cuboid object detection and
Multiview object simultaneous localization and
mapping in both static and dynamic environments,
and demonstrate that the two parts can improve
each other;

 Objects are utilized in two ways: to provide
geometry and scale constraints in BA, and to provide
depth initialization for points difficult to triangulate.
The estimated camera poses from SLAM are also
used for single-view object detection;

 Multiview bundle adjustment with new object
measurements is proposed to jointly optimize poses
of cameras, objects, and points; (Classification 3)

 Assuming that objects have a constant velocity
within a hard-coded duration time interval and
exploit object priors such as car sizes;

TRO 2019



ClusterSLAM: A SLAM Backend for Simultaneous 
Rigid Body Clustering and Motion Estimation

 Exploiting the consensus of 3D motions among the landmarks extracted from the same rigid
body for clustering and estimating static and dynamic objects in a unified manner;

 Building a noise-aware motion affinity matrix upon landmarks, and uses agglomerative
clustering for distinguishing those rigid bodies;

 A decoupled factor graph optimization for revising their shape and trajectory;

ICCV 2019



ClusterVO: Clustering Moving Instances and Estimating 
Visual Odometry for Self and Surroundings

 Improvement of ClusterSLAM to include more scenarios and online; (Classification 3)
 No geometric or shape priors;
 Simultaneously optimizes the poses of camera and multiple moving objects, regarded as clusters

of point landmarks, in a unified manner, achieving a competitive frame-rate with promising
tracking and segmentation ability;

 Solely based on sparse landmarks and 2D detections, lightweight enough to track both low-
level features and high-level detections over time in the 3D space;

CVPR 2020



Results



VDO-SLAM: A Visual Dynamic Object-aware 
SLAM System

 Enable accurate motion estimation and tracking of dynamic rigid objects in the scene
without any prior knowledge of the objects’ shape or geometric models;

 Extract linear velocity estimates from objects (functionality for navigation and obstacle
avoidance);

 Contribution points: model the dynamic scenes, robust tracking moving objects with
semantic information; full system design;



VDO-SLAM: A Visual Dynamic Object-aware SLAM 
System



DynaVINS: A Visual-Inertial SLAM for Dynamic 
Environments

 A robust BA is applied to discard tracked features
from dynamic objects and only the features from static
objects will be remain (motion prior);

 In addition, temporarily static objects, which are static
during observation but move when they are out of sight,
trigger false positive loop closings;

 Keyframe grouping and multi-hypothesis-based
constraints grouping methods are proposed to reduce
the effect of temporarily static objects in the loop
closing;

RAL 2022



Discarding the features from the dynamic objects 
that deviate significantly from the motion prior



Dynam-SLAM: An Accurate, Robust Stereo Visual-
Inertial SLAM Method in Dynamic Environments

 Loosely coupling the stereo scene flow with IMU for dynamic feature detection;
 Tightly coupling the dynamic and static features with the IMU measurements for nonlinear

optimization;
 Proposing a concept of virtual landmarks related to dynamic features and construct a nonlinear

optimization model;
 Classification 3;

TRO 2023



Dynam-SLAM: An Accurate, Robust Stereo Visual-
Inertial SLAM Method in Dynamic Environments



Results



STS-SLAM: Joint Visual SLAM and Multi-Object 
Tracking Based on Spatio-Temporal Similarity

 Synchronously optimize the motion of the ego-vehicle and objects, and estimate object
velocity without any prior information about the object;

 All static features are employed for ego-vehicle localization, and features with high spatio-
temporal similarity on dynamic objects are robustly tracked;

 The STS-SLAM problem is modeled as a dynamic constraint factor graph for joint
optimization of dynamic and static structures;(Classification 3)

TIV 2024



Optimizing the ego-vehicle poses, object poses, and 
STS-based scaling factor

The Motion



Thank you
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